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ABSTRACT

Recent research has shown that lip-based speaker authenti-
cation system can achieve good authentication performance.
However, with emerging deepfake technology, attackers can
make high fidelity talking videos of a user, thus posing a great
threat to these systems. Confronted with this threat, we pro-
pose a new deep neural network for lip-based visual speaker
authentication against human imposters and deepfake attacks.
One dynamic enhanced block with context modeling scheme
is designed to capture a user’s unique talking habit by learn-
ing from his/her lip movement. Meanwhile, a cross-modality
content-guided loss is designed to help extract discrimina-
tive features when learning from different lip movement of a
user uttering different content. This loss makes the proposed
method insensitive to content variation. Experiments on the
GRID dataset show that the proposed method not only out-
performs three state-of-the-art methods but also simplifies the
training process and reduces the training cost.

Index Terms— Dynamic feature extraction, visual speaker
authentication, deepfake attacks, contrastive learning

1. INTRODUCTION

Lip features have been used for speaker authentication
(known as Visual Speaker Authentication, VSA) [1, 2, 3,
4,5, 6, 7] since 1990s. However, With the development of
deepfake, high quality talking face videos of a speaker can
be easily forged with his/her visual corpus using either face
swapping or face reenactment [8, 9, 10]. In some deepfake
methods [11, 12, 13], even model training is unnecessary and
pre-trained model can be directly used to generate deepfake
videos of a speaker. The deepfake has already threatened tra-
ditional face-based authentication systems [14] and lip-based
authentication systems are under threat as well. To attack
these systems, imposters/attackers can record videos of them-
selves uttering the random password, and generate deepfake
videos of the target user uttering the same random password
with the user’s visual corpus.
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Confronted with the new threat of deepfake, many deep-
fake detection methods based on manipulation artifacts have
been proposed [8, 9, 10], but many of them lack the general-
ization ability and can only be used to detect certain types of
deepfake forgeries [15, 16, 17, 18]. However, various types
of deepfake videos of a user can be made to attack authenti-
cation systems. In the recent work [18, 19], two deep neural
networks based on dynamic lip features were proposed. They
can achieve good authentication results and defend against
both human imposters and various deepfake attacks in ran-
dom prompt text scenario for VSA. However, they suffer from
decline in model’s performance when learning from different
lip movement of a user uttering different content. As a result,
for random prompt text with many different words spoken,
they have to train many word-level models, resulting in trou-
blesome training process and large training cost.

Faced with problems mentioned above, we propose a
new lip-based VSA method. The main contributions of our
work are three-folds: First, a new deep neural network aimed
at solving the content-sensitive problem and improving the
sentence-level authentication performance is proposed. Sec-
ond, a novel block with context modeling mechanism is
designed to extract more discriminative identity-related dy-
namic features from a user’s lip movement. Third, a content-
guided loss combining both visual and text modality is de-
signed to capture talking habit under different content. By
adopting this loss, for each speaker, only one model is needed
to be trained instead of many word-level models in random
prompt text scenario for VSA. Hence, the training cost is
reduced and the training process is simplified.

2. CHALLENGE AND MOTIVATION

Established methods [18, 19] suffer from the content-
sensitive problem. They can extract discriminative dynamic
features only when dealing with talking videos of a user ut-
tering the same speech content, such as a fixed word. As
a result, many word-level models have to be trained to do
sentence-level VSA.

It is assumed that this problem results from the complex-
ity of dynamic feature space caused by extra content infor-
mation. It is hard for the model to extract discriminative
identity-related dynamic features (talking habit) under differ-



ent content compared with fixed content. As a result, the
extracted features are not discriminative enough to defend
against deepfake attacks. To solve the problem, we resort
to contrastive learning to correlate word-level video embed-
dings with their related word embeddings. This can be seen
as adding extra constraint to the model by dividing the dy-
namic feature space into many word-level subspaces based on
the content of different words and then extracting discrimina-
tive identity-related features in each subspace to bring down
the complexity caused by the content information. This loss
should help capture talking habit under different content of
words, thus making the proposed method robust to content
variation. For talking video of the user uttering every word,
the model should be able to extract discriminative identity-
related features. As a result, only one model is needed for a
user instead of many word-level models, which simplifies the
training process and reduces the training cost.

3. PROPOSED METHOD

In this section, the overall architecture of the proposed
Content Insensitive Dynamic Enhanced Network (CIDE-Net)
is introduced. Meanwhile, the Dynamic Enhanced block (DE-
block) and the content-guided loss are elaborated.

3.1. Overall Architecture

The overall architecture of the proposed neural network
is shown in Fig.1. In the preprocessing stage, following [19],
we use the Penn Phonetics Lab Forced Aligner [20] to get
the timestamp of each word (word alignment) with the in-
put audio and the provided random prompt text. Meanwhile,
the Dlib detector [21] is used to cut the mouth region of the
input video. The word alignment is used to separate the in-
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Fig. 1. The overall architecture of the proposed CIDE-Net.
put video into word-level video segments during the training
stage. Then two stacked dynamic enhanced blocks are used to
process these word-level video segments to extract dynamic
features from lip movement. Features maps extracted from
the first layer and second layer are concatenated together as
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the final dynamic features and this helps combine features
from both shallow layer and deep layer. The dynamic fea-
tures will then be processed by a 3D Convolutional Neural
Network (C3D) [22] to get the representations of all the sin-
gle word-level video segments (NxD, N denotes the number
of words in a sentence and D denotes the dimension of repre-
sentation of a word-level video segment).

Similar to [23], we introduce a linear projection layer and
a transformer encoder to fuse all the talking habits reflected
in word-level video segments of the user to a sentence-level
user embedding. MHSA denotes multi-head attention layer
[24] and MLP denotes Multilayer Perceptron in Fig.1. At last,
the user embedding is fetched and passed to a MLP head to
get the output probability, which measures the credibility of
an authentication request that whether the request is sent from
who he/she claims to be.
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Fig. 2. Architecture of dynamic enhanced block, where (©)
denotes weighted sum of corresponding terms.

3.2. Dynamic Enhanced Block

This block is inspired by [19], in which differences be-
tween frames are calculated and correlations between differ-
ent frames are considered. However, compared with simple
Global Average Pooling (GAP) operation in the calculation
of correlations between frames in [19], we take a fine-grained
modeling scheme inspired by context modeling in [25]. By
computing a global attention map and sharing this global at-
tention map for all query positions, we can model global con-
text as a weighted average of the features at all positions. This
helps us get fine-grained channel features of one frame com-
pared with GAP, thus obtaining more discriminative dynamic
features by use these fine-grained features for correlation cal-
culation between frames.

The detail of this block is shown in Fig.2. The definition

of the block with the operation of mask and D-value is similar
to the diff-block in [19].



3.3. Content-Guided Loss

Dynamic lip features extracted from different word-level
video segments contain both content and identity information
(talking habit) and the extra content information add the com-
plexity of dynamic feature space. As a result, it is hard for
the model to extract discriminative identity-related dynamic
features under different content compared with fixed content.

Confronted with this problem, we find that When differ-
ent people speak the same word, their talking habits are dif-
ferent but speech content is the same. So it can be expected
that the video feature embeddings of the same word spoken
by different people are close to the related word embedding
compared with other words. As for a user speaking differ-
ent words, each video feature embedding of the user uttering
these words is expected to be close to related word embedding
since they share the same content.

Based on the above consideration [26], we resort to con-
trastive learning and a content-guided loss which is in the
form of InfoNCE loss[27] is designed to correlate the word-
level video embedding with related word embedding by mak-
ing the former close to the latter. Meanwhile, the word-level
video feature embeddings are pushed away from their unre-
lated word embedding.

This helps to add extra constraint to the model by dividing
the dynamic feature space into many word-level subspaces
and extracting discriminative identity-related features in each
subspace to bring down the complexity caused by the content
information. This loss helps capture talking habit under dif-
ferent content and enable the model to extract discriminative
word-level dynamic features regardless of content variation.
For videos of the user uttering every single word, the model
which is robust to content variation, can extract dynamic fea-
tures reflecting the user’s talking habit to defend against deep-
fake attacks. A discriminative sentence-level video feature
can finally be obtained by fusing all these word-level video
features together. As a result, only one model is needed for a
user instead of many word-level models, which simplifies the
training process and reduces the training cost.

For feature distances measurement, we adopt the cosine
distance where closer features render larger scores. The
content-guided loss can be formulated and shown in (1),
where N denotes number of words in a sentence as men-
tioned above and FY, and F, denotes video feature and text
feature of the i-th word respectively. The random prompt
text is processed by a pre-trained BERT [28] to get the word
embeddings during the training stage.
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3.4. Implementation Details

A cross-entropy loss (L) is calculated between out-
put probability and user label to discriminate a specific user

with other users. Meanwhile, a content-guided loss (L,) is
calculated between word embeddings and word-level video
segment embeddings. In the training stage, random prompt
text, word alignment and user’s video are used as input and
the whole CIDE-Net is optimized by the addition of content-
guided loss and cross entropy loss.

It is noticeable that the weights of BERT [28] are frozen
during training and any prior knowledge about deepfake is
not required for training. Following [18, 19], for a specific
speaker in the user set, this user’s videos are seen as positive
samples and videos of all the other users are seen as nega-
tive samples in the training stage. The threshold € for test is
obtained when the Equal Error Rate (EER) is reached in the
evaluation stage. In the test stage, when the output probability
is greater/smaller than the threshold 6, the video is recognized
as a user/imposter sample. Each user need a trained model
and test results are averaged over all the users.

4. EXPERIMENTS

4.1. Experiment Setup

We use the GRID dataset[29] to validate the effective-
ness of the proposed CIDE-Net following [18, 19]. The ex-
periment setting follows [18] in sentence level. Twenty-four
speakers are randomly selected as the user set and the re-
maining eight speakers are selected as the attacker set. Each
speaker in the attacker set and each speaker in the user set
form a pair, resulting in 24x8=192 pairs in total. For each
user-attacker pair, four kinds of deepfake videos of the user
are made by either the attacker’s audios or videos to attack,
including faceswap', faceswap-gan®, wav2lip[11], wav2lip-
gan[11] (fs,fg,ls,Ig for short).

Area Under Curve (AUC), False Rejection Rate (FRR)
and Half Total Error Rate (HTER) are used as evaluation met-
rics. FRR denotes the false rejection rate. FAR denotes the
false acceptance rate. HTER denotes the half total error rate.
HTER is the average of FRR and FAR.

4.2. Comparisons With State-of-the-Art VSA Methods

To investigate the effectiveness of the proposed CIDE-
Net, three state-of-the-arts [3, 18, 19] are adopted for compar-
ison and the proposed method outperforms them in HTER ¢,
HTER;, and HTER,,, as shown in Table 1. This is mainly
because the dynamic enhanced block can better capture the
discriminative dynamic features of the speaker in word-level
and a transformer can fuse all these word-level features into
more discriminative sentence-level dynamic features.

Note that only one model is needed to be trained for a
user in the proposed method. For Yang’s and Ma’s, however

Thttps://github.com/deepfakes/faceswap
Zhttps://github.com/shaoanlu/faceswap-GAN



22 word-level authentication models have to be trained re-
spectively with word video segments. In the test stage, for
a random prompt text sentence with many words, these mod-
els are used to get word-level authentication results and a final
sentence-level authentication result is obtained by voting [18].
Compared with their methods, training process is simplified
and training cost is reduced as well in the proposed method.

Table 1. Authentication results comparisons (in %) with the
state-of-the-arts.
Model FRR HTERj,,, HTER ;, HTER y, HTER;; HTER,,

LOCP 0.20 0.40 12.80 2250 1440 17.35
Yang’s 0.40 0.60 3.30 3.50 290 596
Ma’s 1.57 2.10 8.43 229 2.08 4.70
Proposed 1.65 0.84 1.33 0.84 262  4.66

4.3. Content-Insensitivity of the Proposed Method

To show the content sensitive problem of previous meth-
ods and the content-insensitivity of the proposed method, we
train only one model instead of 22 word-level models for
Yang’s and Ma’s to extract dynamic features as comparisons.
As can be seen in the Table 2, the defense ability of two state-
of-the-arts [18, 19] drops a lot compared with results in the
Table 1 when learning from different lip movement of a user
uttering different content.

Meanwhile, due to the content-guided loss introduced in
the training stage, the proposed model is able to extract more
discriminative identity-related features to defend against
deepfake attacks under different content in the test stage,
compared with their methods.

Table 2. Authentication results comparisons (in %) with the
state-of-the-arts.

4.5. Ablation Study

The results of ablation studies are shown in the Table 4.
When learning from videos of a user uttering prompt text
with words of different content, content-guided loss (CG-
loss) bring down the complexity of the dynamic feature space
by dividing it into many word-level subspaces. This helps
the model better extract discriminative word-level identity-
related features under different content and finally obtain
discriminative sentence-level features. Compared with the
proposed model, the defense ability of the model without
CG-loss drops a lot.

Table 3. Comparison results (in %) with the state-of-the-arts
of deepfake detection methods.

Model FRR HTER},,, HTER ;, HTER ;, HTER;, HTER,,

Yang’s 0.46 0.24 2260 832 3325 2821
Ma’s 038 1.16 15.65 640 8.60 2190
Proposed 1.65 0.84 1.33 0.84 2.62 4.66

4.4. Comparisons With State-of-the-Art DeepFake Detec-
tion Methods

Table 3 shows the detection results on unseen attacks
between the proposed method and state-of-the-art deepfake
detection methods [15, 16, 30, 31], especially those newly
proposed methods which have strong generalization ability.
Their pre-trained models are used for test and the detection
results show that the proposed method outperforms their
methods on unseen attacks. The superiority of the proposed
method is mainly because it only extracts biometric features
from real samples and does not rely on deepfake samples, thus
having strong defense ability on unseen deepfake attacks.

Model AUCfS AUCfg AUCZS AUClg
FRDM 77.73 76.19 82.58  80.94
MAT 82.76 88.31 91.19  92.73
LipForensics ~ 73.39 81.31 87.28  90.36
SBI 70.44 66.08 68.50  70.44
Proposed 99.85 99.91 99.71  99.45

Table 4. Results (in %) of ablation studies.

Model

FRR HTER,,,, HTER s, HTER ;, HTER, HTER,,

w/o CG-loss 1.50 2.15 5.03 330 15.66 21.56
w/o DE-block 1.56  3.92 542 262 2571 28.01
wioCM 2.19 1.11 3.08 1.33 7.17 1298
CIDE-Net 1.65 0.84 1.33 0.84 2.62  4.66

Meanwhile, dynamic enhanced block (DE-block) can
capture a user’s unique talking habit to defend again hu-
man imposters and deepfake attacks. Compared with normal
GAP, the Context Modeling scheme (CM) of the DE-block
also plays an important role by extracting more discriminative
identity-related features, thus obtaining lower FRR and FAR
at the same time when dealing with prompt text with words
of different content.

5. CONCLUSIONS

The main contribution of our work is to solve the content-
sensitive problem existed in the SOTA VSA approaches and
to improve the sentence-level authentication performance.
By adopting the newly proposed content-guided loss, only
one model is needed to be trained for each speaker instead
of many models for all the words in the vocabulary in ran-
dom prompt text scenario for VSA. Hence, the training cost
is reduced and the training process is simplified. On the
other hand, the newly proposed discriminative feature ex-
traction block with context modeling scheme helps further
improve the authentication performance against deepfake at-
tacks, compared with three state-of-the-art methods on the
GRID dataset.
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